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MacNet Architecture

Encoder: Original encoder + transferred encoder.

Decoder & Attention Mechanism: Additionally send 
the attention vector into the modeling layer of the pre-
trained MC model.

Training: Add a modulating factor to the cross entropy loss.

Introduction

We propose MacNet: a novel encoder-decoder 
supplementary architecture to the widely used 
attention-based sequence-to-sequence models, 
which transfers knowledge learned from 
machine comprehension to the sequence-to-
sequence tasks to deepen the understanding of 
the text. 

Machine Comprehension (MC)：
ØIt requires to provide an answer (usually a 
subspan in the passage) given a passage and a 
question:

Sequence-to-sequence Model:

Conclusion
ØWe	improve	the	sequence-to-sequence	model	via	transferring	knowledge	of	several	neural	network	layers	
from	another	supervised	task.
ØWe	conduct	extensive	experiments	on	two	typical	seq2seq	tasks	to	show	that	our	method	achieves	
significant	improvement	on	the	baseline	model.

Machine	Comprehension

Encoding	Layer Attention	Layer Modeling	LayerInput	Layer Output	Layer

Passage	+	Question Predicted	Answer

Experiments

Ø Performance	with	different	pre-trained	
machine	comprehension	models	for	our	
NMT	model	on	De-En	of	WMT	14.

Ø BLEU	scores	on	official	NMT	test	sets	(WMT	English-German	for	newtest2014	and	newtest2015).

Ø ROUGE	F1	evaluation	results	on	the	CNN/Daily	Mail	test	set	and	the	English	Gigaword test	set.

Ø An	example	of	summary	on	English	Gigaword.
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